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Abstract—The opening of the ultrahigh frequency (UHF) TV
band by the Federal Communications Commission for oppor-
tunistic operation promises to relieve the demand on the indus-
trial, scientific, and medical (ISM) bands. However, supporting
bandwidth-intensive applications over TV white spaces can be
quite challenging, due to the unpredictable nature of spectrum
availability and the fluctuations in channel quality. The realization
of this Herculean feat through unlicensed usage, while provid-
ing protection to licensed primary users, requires intelligent and
adaptive protocol design. In this paper, we propose a quality-of-
service-aware parallel sensing/probing architecture (QASPA),
which exploits inherent channel and user diversity exhibited by
the wireless system. Aiming at maximizing the sensing efficiency
while achieving high detection accuracy, QASPA incorporates
an optimal adaptive double-threshold-based sensing mechanism.
It also embodies a cross-layer protocol, which uses an adaptive
framing structure to minimize the control overhead, as well as
a novel spectrum assignment strategy targeted at improving the
spatial reuse of the network. The proposed spectrum assignment
strategy supports both channel bonding and aggregation. Our
simulations validate the ability of QASPA in guaranteeing the
demands of high-bandwidth opportunistic flows while supporting
low-bandwidth flows. They also show the superior performance
of QASPA compared with the scheme used in the ECMA-392
standard for opportunistic indoor streaming.

Index Terms—Channel allocation, channel probing, multimedia
communication, opportunistic access, optimal stopping theory,
spectrum sensing.

I. INTRODUCTION

T RADITIONALLY, much of the spectrum is statically li-
censed for a given use in a given geographic area. Excep-

tions to this norm include the industrial, scientific, and medical
(ISM) bands, which facilitate many indoor and short-range
communications (e.g., wireless local area networks, Bluetooth,
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etc.). However, these bands are reaching their capacity limit
as more bandwidth-hungry multimedia traffic is being pushed
through them. Dynamic spectrum access tries to address the
rising demand by allowing spectrum-agile devices with cog-
nitive radio (CR) capabilities to operate opportunistically as
secondary users (SUs) over certain licensed bands, including
TV white spaces (TVWSs). However, supporting the quality-
of-service (QoS) requirements of high-bandwidth applications
using the DSA paradigm is a Herculean feat, to say the least.
These applications require sustained throughput, which is dif-
ficult to guarantee in a DSA environment characterized by
spatiotemporal variations in spectrum availability. In fact, the
mere presence of spectrum holes that, on average, exhibit low
primary user (PU) activity is not enough to enable bandwidth-
intensive communications. One also needs to take into account
the quality of these holes. To minimize the disruption to the
high-bandwidth flows, the spectrum sensing process needs to
identify stable idle channels, i.e., ones that are expected to
remain idle for an extended period of time.

The main objective of this paper is to provide a framework
for opportunistically transporting heterogeneous traffic, which
includes high-bandwidth flows and best-effort flows, over
TVWS. To this end, we introduce a QoS-aware parallel sensing/
probing architecture called quality-of-service-aware parallel
sensing/probing architecture (QASPA), which exhibits five
unique features. First, it uses estimated PU activity profiles to
construct a schedule for parallel (concurrent) sensing/probing
of different channels and for determining the best channel to
use for control and management over the next frame. In contrast
to [2], in which channel quality is inferred by periodically
randomly probing spectral bands without any scheduling, in our
scheme, links are scheduled for sensing/probing such that the
rate demands of prospective traffic flows are probabilistically
guaranteed. Second, QASPA adopts an adaptive time-division
multiple-access (TDMA)-based frame structure that attempts
to minimize the control overhead and hence maximize the data
transmission period. This is in contrast to fixed-frame protocols,
such as OP-MAC [3] and the one used in the ECMA-392
standard for opportunistic media streaming [4].

Third, QASPA uses a novel multichannel sensing/probing
scheme that exploits the inherent multiuser diversity of a
wireless system to maximize the number of discovered op-
portunities over a given time period. Several schemes have
been developed in the literature to improve spectrum utilization
while limiting interference onto PUs. These schemes do not
exploit multiuser diversity, whereby the quality of a particular
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channel varies from one link to another. Many protocols have
been proposed to improve the spatial reuse of a network (e.g.,
[5]–[7]). However, our problem is further complicated by the
need to maximize the network’s spatial reuse while guarantee-
ing the rate demands of high priority (HP) flows and ensuring
interference-free PU communications.

Fourth, QASPA adopts an optimal adaptive double-
threshold-based spectrum sensing algorithm, which aims at
improving the spectrum sensing efficiency while achieving high
PU detection accuracy. In contrast to the conventional single-
threshold sensing (STS) approach, double-threshold sensing
schemes can simultaneously achieve low miss-detection and
low false-alarm probabilities within a short sensing time [8].
However, double-threshold sensing involves an uncertainty re-
gion: If the sensing outcome falls between the two sensing
thresholds (i.e., in the uncertainty region), the channel is con-
sidered neither busy nor idle [8]. In this paper, we address
this problem by adaptively adjusting the channel sensing time,
so that the uncertainty region is reduced while, at the same
time, the required miss-detection and false-alarm probabilities
are met. In contrast to [9], in our protocol, the total sensing
time per frame is fixed, and the objective is to maximize the
number of discovered opportunities within the allocated sensing
time, while maintaining the required detection accuracy. We
formulate the optimal adaptive double-threshold-based sensing
(DTS) problem using optimal stopping theory [10]. The optimal
stopping theory has been previously used in single-threshold-
based systems to optimize the number of sensed channels [11]
and not the channel sensing time, as done in this paper. Unlike
the cooperative sensing scheme in [12], our scheme is efficient
even with a small number of operational SUs. As a result, we do
not compromise the sensing accuracy, even when the number of
operational SUs is small.

Finally, using the outcome of the channel sensing/probing
process, we design a centralized spectrum assignment scheme
for QASPA that supports channel bonding and aggregation,
and that aims at maximizing the number of concurrently active
flows. Rather than focusing on the performance of an individual
link, we are interested in optimizing the overall efficiency of the
entire opportunistic network.

The remainder of this paper is organized as follows. In
Section II, we define our network model. We provide an
overview of QASPA in Section III. The adaptive frame structure
(AFS) is introduced in Section IV, followed by the proposed
parallel sensing/probing design in Section V. In Section VI,
we present the channel allocation scheme. We evaluate the
proposed design in Section VII. Conclusion are provided in
Section VIII.

II. NETWORK MODEL AND ASSUMPTIONS

We consider an opportunistic CR network (CRN) with a cen-
tralized controller, called the master device (MD) (see Fig. 1),
which plays an analogous role to a wireless access point (AP).
In contrast to a Wi-Fi-based AP, data communications (i.e., user
payload) in our setup can occur directly between any two nodes
(two slave devices, or a slave device and the MD), whereas con-
trol information (e.g., scheduling information, channel quality

Fig. 1. Network topology used in our design.

reporting, etc.) can be exchanged only between a slave device
and the MD. The conventional viewpoint of SU–PU coexis-
tence is preserved, wherein SUs strive to communicate over
channels that are not used by PUs. An arbitrary number of peer-
to-peer (P2P) links, comprised of CR-enabled Tx–Rx pairs,
become associated with the MD through appropriate signaling
that occurs before initiating any data communication. Each
device is equipped with a half-duplex transceiver, operating at
constant transmission power. Hence, a node can only listen to
or transmit over one channel at a time. This setup is the same as
the one used in the ECMA-392 architecture [4].

We classify the traffic over active P2P links into two classes:
bandwidth-intensive HP flows and best-effort low-priority (LP)
flows. Specifically, flows with a rate demand greater than Rth

Mb/s are classified as HP, and all other flows are deemed as
LP flows. The flow type is indicated using a single bit in the
association packet sent to the MD. Let L represent the set of
HP flows in the network (|L| = L). HP flows are assumed to
be long-lived, with a stringent rate demand of R(j)

d for flow j ∈
L. Once the MD allocates channels for links, data exchanges
take place between the respective peer devices without any
intervention from the MD. All peer devices are assumed within
the communication range of the MD, which is typically the case
in indoor environments.

Let N (|N | = N) denote the set of orthogonal channels in
the UHF band that can be used opportunistically. We require
that no two links can transmit over the same channel at the
same time. The channel quality, obtained through probing, is as-
sumed stationary during the channel’s coherence time, denoted
by τ (i)

c for channel i ∈ N . Channel quality is assumed link de-
pendent. PU activity over channel i is modeled as a continuous-
time Markov process, which alternates between busy and idle
states, with average busy duration and idle duration of T (i)

on and
T (i)

off , respectively.

III. PROTOCOL OVERVIEW

Our QASPA uses a predefined frame length Tframe. Syn-
chronization among various SUs is achieved by disseminating
control packets over a dynamically assigned control channel
(CC), which is determined on the fly by the MD based on
the estimated PU channel-usage profile. Similar to ECMA-
392, each frame consists of a number of medium access slots
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Fig. 2. Frame types used in AFS.

(MASs), reserved for various operations, including network-
wide synchronization, parallel sensing/probing, concurrent data
communication, etc.

QASPA follows an AFS design, whereby fields used to
support various protocol operations may vary from one frame to
another, although the overall frame length is still fixed at Tframe.
This design is intended to eliminate redundant operations,
resulting in drastic reduction in the protocol overhead.

Association: In line with [13], we assume the existence of an
intelligent AP discovery mechanism for associating prospective
P2P links with the MD and establishing a synchronized net-
work. Once associated, links carrying HP flows provide their
rate demands to the MD. Rate demands play a key role in the
operation of other elements of the protocol.

Beacon Period: Beacons are transmitted by the MD in two
instances. First, at the beginning of each frame, the type of the
TDMA frame to be used (as determined by the AFS algorithm)
is broadcast to all links in the network. Second, toward the
end of the frame, the newly designated CC for the following
frame period is broadcast to the entire network. Allowing the
CC to be adjusted on a per-frame basis gives great flexibility
and robustness against fast PU dynamics.

Sensing/Probing Scheduling: The scheduling of concurrent
sensing/probing processes forms the crux of the QASPA de-
sign. The MD schedules the channels that various links need
to sense/probe during the spectrum discovery phase. Such
scheduling takes into account the rate demands of HP flows and
the estimated PU profiles, and attempts to maximize the number
of discovered spectrum opportunities (hence, the number of
active links in the network). Unlike the schemes in [2], our
sensing/probing scheduling approach takes into account the
link-dependent channel quality obtained from previous probing
instances. In [2], the quality of one channel over a given link
is used to infer the quality of other channels, based on simple
path-loss models. This is not accurate for indoor settings.

Reporting: After sensing/probing a specified set of channels,
each link reports the PU state of these channels along with
their measured qualities (if detected idle) to the MD. This
information is used by the MD for channel assignment.

Channel Assignment: The MD strives to maximize the num-
ber of admitted flows with satisfied rate demands (HP and LP)
by incorporating channel bonding and aggregation techniques.
We introduce a second round of probing to further increase the
admission probability. The motivation behind this design is to
support multiple flows simultaneously to increase the spatial
reuse of the network.

Data Transmission: After channel assignment, links commu-
nicate in a P2P fashion over the assigned channels for a duration
Tdata, which depends on the frame type.

It is to be instilled that the beacon periods (BPs) at the start
and end of a frame are the only two recurring fields in a frame.
The occurrence of other operations in the frame is in accordance
with the AFS algorithm, which is discussed in Section IV.

Estimation of PU Dynamics: Unpredictable PU dynamics
result in intermittent connectivity and high channel switching
rates for SUs. The observed correlations of PU activity over
TVWS (demonstrated in [14]) permit us to estimate the PU
profile based on past observations. This minimizes the time to
identify an idle channel Subsequently, incorporating the esti-
mated PU profile while designing spectrum sensing sequences
leads to increased discovery of spectrum opportunities [15].
In contrast, random scheduling of sensing events can lead to
inefficient sensing as SUs may end up sensing channels that are
more likely to be busy. To account for PU dynamics, we employ
an exponentially weighted moving average-based estimation
approach, wherein the weight given to the recent sample is
appropriately adjusted to cope with PU dynamics.

We assume that the MD has an initial estimate of the PU
profile over all channels. Subsequent estimates are obtained
through sensing. A sliding window of size Test is used to esti-
mate T (i)

on and T (i)
off . These estimates, which are denoted by T̂ (i)

on

and T̂ (i)
off , are used in computing the probability that channel i is

idle at time t, which is denoted by P (i)
idle(t), i.e.,

P (i)
idle(t) =

T̂ (i)
off

T̂ (i)
off + T̂ (i)

on

+
T̂ (i)

on

T̂ (i)
off + T̂ (i)

on

e
−

(
1

T̂
(i)
on

+ 1

T̂
(i)
off

)
t

. (1)

IV. ADAPTIVE FRAME STRUCTURE DESIGN

To reduce the control overhead, our protocol adaptively
selects one of four frame types: S, S/P-1, S/P-2, and D frames.
The formats of these frame types are shown in Fig. 2.

Four parameters determine the decision process for the AFS
design: T̂off , τc, L, and the arrival rate of new SU connection re-
quests (τnew). To simplify the notation, we drop the superscript
i when we are not referring to any specific channel. Without
loss of generality, we assume that each link transports only one
flow at a time, which can be either HP or LP. The rationale
behind the design of AFS is as follows. If T̂ (i)

off > Tframe and
P (i)

idle(t) > β, where β is a design parameter, then channel i does
not need to be sensed in the current frame, as this channel is
expected to remain idle throughout the current frame. Similarly,
if τ (i)

c > Tframe, then the quality of channel i is not expected
to vary throughout the current frame duration, obviating the
need to carry out channel probing. We interrupt the operation
of the AFS algorithm every τnew seconds to accommodate new
traffic requests and to check for any changes in the rate demands
of existing flows. This step is very crucial to cope with the
dynamic nature of applications in today’s mobile computing
platforms. To jointly accommodate the arrival of new flows and
changes in the rate demands of existing ones, we use S/P-1
frame, which enforces mandatory channel probing to obtain the
link-dependent channel quality information.

To cope with PU dynamics and fluctuating channel quality,
we use the S/P-2, S, and D frame types. The quantities whose
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values are not expected to expire within Tframe are termed valid
entries. We continuously monitor the validity of each entry by
using a timer at the MD. Initially, all channels for which τc ≥
Tframe, T̂off ≥ Tframe, and Pidle(t) > β are grouped into a list
called List1. The remaining channels are grouped in List2. If
the channels in List1 can guarantee the rate demands of all HP
flows in L, then we use a D frame as we do not need to sense or
probe any additional channels. The computation of the number
of satisfied flows over a given channel set requires knowledge
of the channel quality, which varies from one link to another
within the same network. On the other hand, LP flows can be
transported over idle channels whose T̂off > Tframe, Pidle(t) >
β, and τc ≤ Tframe. This way, we exploit the predicted values
of PU usage profiles in minimizing the control overhead.

If the sum of the rate demands of HP flows cannot be satisfied
by channels in List1, we defer from using a D frame. In this
case, we first compute the maximum number of HP flows whose
demands can be satisfied by the channels in List1. Denote the set
of links that transport these flows by L′ ⊆ L. The objective now
is to maximize the number of flows transported by the links in
L \ L′ whose rate demands can be met by the channels in List2.
By employing this methodology, we obviate the need to probe
the channels in List1 and meet the rate demands of flows carried
by links in L′ without incurring any additional overhead.

To minimize the control overhead, we check the validity
of the coherence time τc for channels in List2. Channels in
List2 that have a valid τc are grouped into a new list, which
is called List3. We check if the channels in List3 can satisfy
the rate demands of all flows transported by the links in L \ L′

(by solving Problem 1 in Section V-B). If so, we switch to
an S frame, as we do not need to probe the channels in List3
due to the validity of their channel quality information. If the
demands of all flows transported over the links in L \ L′ cannot
be satisfied, we switch to an S/P-2 frame. Before scheduling the
sensing/probing processes, we determine the set of links whose
demands can be met using List3 channels. Denote this set by L′′,
where L′′ ⊆ L \ L′. This way, we avoid the control overhead
incurred by probing the channels whose τc is valid throughout
Tframe. The remaining links in L \ {L′, L′′} are considered
for scheduling joint sensing and probing processes over the
channels in List2 with τc < Tframe and T̂off > Tframe (we group
these channels into a new list, called List4

def
= List2 \ List3).

If the receiver experiences any interference from a PU, the
corresponding channel is reported to the MD during the next
BP and not used again for data transmission until it is sensed to
be idle, thereby restricting the maximum interference duration
to Tframe. A pseudocode of the AFS design can be found in our
technical report [16] (see Algorithm 1).

Algorithm 1 Optimal ADTS Algorithm

Input: Ts,max, Mj , δ, and c
Output: τsk , k ∈ Mj = {1, 2, . . . , Mj}
1: Set the maximum sensing time per channel to Ts,max/Mj

(i.e., τsi,max = Ts,max/Mj , ∀ i ∈ Mj)
2: for i ∈ Mj do
3: Set the sensing time, τsi , to c δ

4: Compute the corresponding ϵl and ϵh from (4) and (5)
5: Sense the channel for τsi seconds
6: while the state of the channel is uncertain and

τsi < τsi,max do
7: Determine the optimal sensing decision

(stop/continue)
8: if the optimal decision is to continue sensing then
9: τsi = τsi + δ
10: Go to line 4
11: else
12: Go to line 15
13: end if
14: end while
15: if i < Mj then
16: τsi+1,max = τsi+1,max + (τsi,max − τsi)
17: end if
18: end for

Avoiding Stale Entries in the Database: A natural question
is what should be done with the links in L′ during the sens-
ing/probing phase of S, S/P-1, and S/P-2 frames, and how can
links in L′ ∪ L′′ be better used during the probing operation
of S/P-1 and S/P-2 frames? This issue arises because we wish
to maintain synchronization among the associated links in the
network and improve the accuracy of estimated PU profiles by
maximizing the number of sensing samples collected from a
given channel per unit time.

Note that channels without a valid T̂off entry are not consid-
ered for sensing/probing, which creates a “starvation” condition
for these channels, i.e., such channels end up having an unde-
termined PU state, although they could exhibit good quality
and/or low PU occupancy. To avoid this situation, we allow
links in L′ and links carrying LP flows to sense channels whose
PU state is undetermined (List4) along with channels in List1
during the sensing phase of S frame. We also allow links in
L′ ∪ L′′ along with links transporting LP flows to sense List1,
List3, and List4 channels during the sensing/probing phase of
S/P-1 and S/P-2 frames. It is to be noted that no two links are
made to sense the same channel at any given point in time, to
increase the number of discovered opportunities. The scheduler
implemented in QASPA excludes channels in List1 and links
in L′. In turn, links in L′ are made to sense maximum number
of channels in List1 and List4 during the spectrum discovery
period. Moreover, links contained in L′′ are made to sense
channels in List3, during the spectrum discovery phase of S/P-1
and S/P-2 frames. After sensing the scheduled channels in List3,
links contained in L′′ use the remaining time in the discovery
phase (if any) to sense additional channels in List4.

V. QUALITY-OF-SERVICE-AWARE PARALLEL SENSING/
PROBING ARCHITECTURE DESIGN

QASPA encompasses two functional blocks: an adaptive
DTS mechanism and a parallel sensing/probing scheduling
mechanism.

A. Adaptive Double-Threshold-Based Sensing Algorithm

In QASPA, we resort to a DTS approach instead of the
conventional STS (see Fig. 3). As shown here, for the same
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Fig. 3. Single- and double-threshold sensing approaches. (a) STS. (b) DTS.

sensing accuracy, DTS results in several orders of magnitude
less sensing time than STS. DTS uses two thresholds (ϵl and
ϵh) in contrast to only one threshold (ϵ) in STS. In DTS, the
sensed channel is considered idle if the received energy over
this channel is below ϵl, busy if the received energy exceeds ϵh,
and uncertain if the received energy falls between ϵl and ϵh.

Spectrum sensing accuracy is characterized by the probabili-
ties of miss detection and false alarm, denoted by Pmd and Pfa,
respectively. For a given sensing threshold ϵ, Pd ! 1 − Pmd

and Pfa can be expressed as [17]

Pd = Q

((
ϵ

σ2
n

− γ − 1
)√

U

2γ + 1

)
(2)

Pfa = Q

((
ϵ

σ2
n

− 1
)√

U

)
(3)

where Q(·) is the complementary distribution function of a
standard Gaussian random variable, γ is the SNR of the re-
ceived PU signal, U is the number of sensed samples (U =
τsfs, where fs is the sampling frequency), and σ2

n is the
variance of the additive white Gaussian noise.

To simultaneously achieve low Pmd and low Pfa, the STS
approach requires a considerably large sensing time (denoted
by τs) [17]. Instead, DTS can simultaneously achieve low Pmd

and low Pfa using a much smaller sensing time. In DTS, ϵl is
selected such that the required Pmd (which is equal to 1 − P̄d)
is satisfied. On the other hand, ϵh is selected to satisfy the
required Pfa (which is equal to P̄fa). The relations between ϵl
and P̄d and ϵh and P̄fa are given by

ϵl
(
τs, P̄d

)
=σ2

n

[√
2γ + 1

U
Q−1

(
P̄d

)
+ γ + 1

]
(4)

ϵh
(
τs, P̄fa

)
=σ2

n

[√
1
U

Q−1
(
P̄fa

)
+ 1

]
. (5)

The required sensing time to satisfy P̄d and P̄fa for STS
and DTS schemes, which are denoted by τs,single and τs,double,
respectively, can be easily expressed as [17]

τs,single =
1

γ2fs

[
Q−1

(
P̄fa

)
− Q−1

(
P̄d

)√
2γ + 1

]2
(6)

τs,double =
1
fs

[
ϵh
√

2γ + 1Q−1
(
P̄d

)
− ϵlQ−1

(
P̄fa

)

ϵl − ϵh(γ + 1)

]2

. (7)

Let ρ denote the probability of uncertainty (i.e., the probabil-
ity that the received energy over a given channel falls between
ϵl and ϵh). Fig. 4 compares τs,single and τs,double for different
P̄d and P̄fa values. It shows that, for a given P̄d and P̄fa and with

Fig. 4. Sensing time versus (a) Pmd and (b) Pfa (Pidle = 0.5, fs = 6 MHz,
and γ = −15 dB). (a) Pfa = 0.001. (b) Pd = 0.999.

a small value of ρ, τs,double is three to four orders of magnitude
less than τs,single.

Although DTS exhibits a smaller sensing time than STS, it
faces the problem of the uncertain region. DTS can certainly
determine the state of the channel only if its received energy is
below ϵl or above ϵh. Otherwise, the state of the channel cannot
be determined with certainty. To overcome this problem, we
propose an adaptive DTS-based (ADTS) algorithm.

The idea behind the ADTS algorithm comes from (4) and
(5). For a fixed P̄d and P̄fa, if the sensing time increases
(hence, U = τsfs increases) ϵl increases and ϵh decreases,
which causes ρ to decrease. Therefore, starting from a reason-
able value of U , if the sensing outcome is uncertain, gradually
increasing U may eventually result in having a certain outcome.
However, since the total sensing time in each frame cannot
exceed Ts,max (obtained from the sensing–throughput tradeoff;
see, e.g., [17]), and each link is required to sense a certain
number of channels (Mj for link j ∈ L), the sensing time of
a channel over link j cannot exceed Ts,max/Mj . Instead of
increasing U , it might be better to stop sensing the current
channel and use the saved sensing time for sensing the next
channel(s).

We formulate the optimal ADTS problem as an optimal
stopping rule with horizon a

def
= τs,max/δ, where τs,max is the

maximum allocated sensing time for the given channel, and δ is
the increment of the sensing time. An optimal stopping problem
with horizon a is defined by two components [10]:

• a sequence of random variables, X1, X2, . . . , Xa, whose
joint distribution is assumed to be known;

• a sequence of real-valued reward functions, y0, y1(x1),
y2(x1, x2), . . ., ya(x1, x2, . . . , xa).

In our formulation, Xi, i = 1, . . . , a, is defined as the state of
the sensed channel at the end of the ith sensing slot. Xi equals
1 if the state is idle, -1 if it is busy, and 0 if it is uncertain.
The distribution of Xi is given by P1,i

def
= Pr{Xi = 1} =

Pr{Ei ≤ ϵl,i}, P−1,i
def
= Pr{Xi = −1} = Pr{Ei ≥ ϵh,i}, and

P0,i
def
= Pr{Xi = 0} = Pr{ϵl,i < Ei < ϵh,i}, where Ei is the

output of the energy detector at the end of the ith slot, and ϵl,i
and ϵh,i are the values of ϵl and ϵh at the ith slot, respectively.
For any i and j such that i > j, ϵl,i > ϵl,j and ϵh,i < ϵh,j . Ei is
assumed to follow a central (noncentral) chi-square distribution
in the absence (presence) of the PU signal, with Ui degrees of
freedom [18].
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Consider the jth sensed channel in a frame. The reward of
stopping at the end of the ith sensing slot, i.e., yi(x1, . . . , xi),
depends only on xi and is defined as follows. Irrespective of
the value of xi, stopping to sense at the end of the ith slot
will save (a − i)δ seconds, which can then be used in sensing
the j + 1th channel in the frame. If xi = 0, stopping sensing
will waste iδ seconds consumed in sensing the jth channel
without concluding its state. For the jth sensed channel, we
associate a quality metric, which is denoted by qj . Channels
are sensed based on their qualities such that the best channel
is sensed first (i.e., qj > qj+1 ∀ j). qj is defined as a linear
combination of Pidle and the normalized expected rate of the
channel. Therefore, yi(x1, . . . , xi)=yi(xi) can be expressed as

yi(x1, . . . , xi) =

{
(a − i)δqj+1, if xi = ±1
(a − i)δqj+1 − iδqj , if xi = 0

(8)

where y0
def
= 0. Recall that our objective is to obtain the

state of the sensed channel while satisfying P̄d and P̄fa.
Hence, if xi = ±1, we stop sensing. The optimal decision to
stop or continue sensing is only taken when xi = 0. When
xi = 0, stopping the sensing process will cause losing iδqj ,
whereas continuing to sense will either result in returning iδqj

but losing δqj+1 (if xi+1 = ±1) or losing an additional δqj

(if xi+1 = 0). Let V (a)
i (x1, . . . , xi) be the maximum return

that can be obtained starting from stage i, having observed
X1 = x1, . . ., Xi = xi. Then, V (a)

i (x1, . . . , xi) = V (a)
i (xi) =

max{yi(xi), E[V (a)
i+1(Xi+1)|X1 = x1, . . . , Xi = xi]}. There-

fore, it is optimal to stop sensing at the end of the ith slot if
V (a)

i (xi) = yi(xi); otherwise, it is optimal to continue sensing.
Note that V (a)

a (xa) = ya(xa). The value of the stopping rule
problem is given by V (a)

0 . Accordingly, the optimal stopping
sensing problem can be written as follows.

Problem 1:

V (a)
0 = maximize

j∈{1,2,...,a}
E
[
V (a)

1 (X1)
]

(9)

subject to j ≤ (1 − |xi|) a + |xi|i ∀ i ∈ {1, 2, . . . , a}. (10)

Recall that V (a)
0 is given by max{y0, E[V (a)

1 (X1)]} and
y0 = 0. Constraint (10) ensures that a link will stop sensing
a given channel once the sensing outcome of that channel is
certain (i.e., xi = ±1). Therefore, if xi = ±1, then the stopping
time j needs to be less than or equal to i. If xi = 0, constraint
(10) reduces to j ≤ a, which is redundant.

Because we need to stop sensing at slot a, using the given
equation of V (a)

i (x1, . . . , xi), we can obtain the optimal rule at
slot a − 1. Then, knowing the optimal rule at slot a − 1, we can
derive the optimal rule at slot a − 2, and so on, back to slot 1. A
more detailed description of the backward induction procedure
can be found in [16].

Next, we describe our proposed algorithm for adaptively
adjusting the sensing time and the thresholds ϵl and ϵh. Con-
sider the jth link. The maximum sensing time allocated for
each channel is set initially to Ts,max/Mj . Our adaptive sens-
ing algorithm takes Mj rounds. During each round, only one
channel is sensed (we index the channel sensed during the

kth round by k and denote its sensing time by τsk ). In each
round, after sensing the corresponding channel, the maximum
sensing time allocated for the next channel is updated. We
denote the maximum sensing time allocated for channel i

during the kth round by τ (k)
si,max. A pseudocode of our optimal

adaptive sensing mechanism (as executed by link j) is shown
in Algorithm 1. In [16], we propose another ADTS scheme,
which we refer to as optimal ADTS with enhanced accuracy
(ADTSEA). The objective of ADTSEA is to maximize the total
number of sensed channels that result in a certain outcome and
minimize Pmd and Pfa.

B. Scheduling Sensing/Probing Processes for HP Flows

The sensing/probing processes for links transporting HP
flows are scheduled while probabilistically guaranteeing that
the aggregate bandwidth of the discovered opportunities by
each link j is equal to R(j)

d + κ, where κ < R(j)
d . The rationale

behind this approach is twofold: to account for the impact of
fluctuations in channel quality and to ensure serving the links
that carry LP flows in the network using the excess discovered
opportunities. We assume that channel quality does not vary
drastically in a short interval of time. Hence, for any link j with
rate demand R(j)

d , we choose κ such that κ < R(j)
d .

We formulate our scheduling problem as a constrained opti-
mization problem whose objective is to maximize the number
of HP flows with satisfied rate demands. Let Ñ (|Ñ | = Ñ)
be the set of channels that are considered for sensing/probing
scheduling, and let L̃ (|L̃| = L̃) be the set of links that will par-
ticipate in the sensing/probing process. Let y(j)

i , i ∈ Ñ , j ∈ L̃,
be a binary variable that equals 1 if channel i is scheduled to be
sensed/probed by link j, and 0 otherwise. Let R(j)

i be the rate

supported by channel i over link j and Θ(j)
i

def
= y(j)

i R(j)
i P (i)

idle(t).
The optimization problem can be formulated as follows.

Problem 2:

maximize
y(j)

i

i∈Ñ ,j∈L̃

⎧
⎪⎪⎨

⎪⎪⎩

∑

j∈L̃

1{∑
i∈Ñ

Θ(j)
i >R(j)

d
+κ

} +

∑
i∈Ñ
j∈L̃

y(j)
i R(j)

i

∑
i∈Ñ
j∈L̃

y(j)
i Rmax

⎫
⎪⎪⎬

⎪⎪⎭

(11)

subject to
∑

j∈L̃

y(j)
i ≤ 1 ∀ i ∈ Ñ (12)

∑

i∈Ñ

y(j)
i ≤ Mj ∀ j ∈ L̃ (13)

where Rmax is the maximum supported data rate by any chan-
nel i ∈ Ñ , and 1{·} is the indicator function. The first term
in the objective function reflects the desire to maximize the
number of satisfied HP flows through parallel sensing/probing.
The second term is intended to resolve the tie in the case
of multiple optimal solutions. The second term always has
a value ≤ 1. Constraint (12) ensures that no channel can be
sensed/probed by more than one link in a given frame. Con-
straint (13) restricts the maximum number of channels that
can be sensed/probed by link j to a predefined value Mj .
Inoperable links whose requested rate demands cannot be met
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are made to sense the channels whose PU state is undeter-
mined to prevent the occurrence of a “starvation” condition.
Constraints (12) and (13) can be written in matrix form as
Ay⃗ ≤ b⃗, where A = (aij)1≤i≤Ñ+L̃,1≤j≤ÑL̃, y⃗ = (y(j)

i )i∈Ñ ,j∈L̃,

and b⃗ = (1, . . . , 1, M1, . . . , ML̃)T ∈ RÑ+L̃.
Proposition 1: Matrix A in Problem 2 is totally unimodular

(TU) [19]. This means that the decision variables y(j)
i can be

relaxed to continuous variables, and the resulting solution to
Problem 2 is still optimal.

Proof: It can be seen that 1) aij ∈ {0, 1}, 2) each col-
umn in A contains at most two nonzero coefficients (i.e.,∑Ñ+L̃

i=1 |aij | ≤ 2), and 3) there exists a partition (M1 =
{1, . . . , Ñ}, M2 = {Ñ + 1, . . . , Ñ + L̃}) of rows such that
each column j containing two nonzero coefficients satisfies∑

i∈M1
aij −

∑
i∈M2

aij = 0. Since the given three conditions
are satisfied, matrix A is TU [19]. "

Additional Constraints: In channel aggregation systems, a
device cannot aggregate two channels if the frequency sep-
aration between these channels exceeds a certain threshold.
In here, we modify the sensing/probing scheduling scheme
formulated in Problem 2 to account for this additional hard-
ware constraint. The channel aggregation constraint can be
stated as follows: ∀ l, k ∈ Ñ and ∀ j ∈ L̃, if |l − k| > B, then
y(j)

l + y(j)
k ≤ 1, where B is the maximum allowable separation

between the aggregated frequency channels. This constraint
is reformulated as a set of linear constraints in [16]. This
scheduling scheme is evaluated in Section VII.

VI. ALLOCATION OF DATA CHANNELS

Here, we present an efficient data channel assignment al-
gorithm, which incorporates channel aggregation and bonding
techniques. Our objective is to minimize the number of chan-
nels allocated to any HP link, in an attempt to maximize the
number of admitted flows in the network.

A. Channel Assignment Algorithm

Several wireless protocol designs have been proposed to
improve the spatial reuse of the network (e.g., [5]–[7]). In
addition to maximizing the network’s spatial reuse, our problem
is further complicated by the need to meet the rate demands of
the HP flows and guarantee interference-free communication
for PUs.

Given the sensing/probing outcomes provided by active
links, the MD initially computes the feasibility of supporting
the rate demands of each HP flow using the channels, which
were sensed to be idle by the corresponding link. Let Kj

(|Kj | = Kj) be the set of idle channels discovered by link j.
The MD checks if

∑Kj

i=1 R(j)
i > R(j)

d . If this condition is
satisfied, the MD executes Problem 3 to compute the optimal
number of channels needed to support the rate demand on
that link. The links that do not meet the earlier condition are
classified as unsatisfied links. Let x(j)

i , i ∈ Kj be a binary
variable, which equals 1 if channel i is assigned to link j, and 0
otherwise. Our optimization problem is stated as follows.

Problem 3:

minimize
x(j)

i ,i∈Kj

⎧
⎨

⎩
∑

i∈Kj

x(j)
i +

∑
i∈Kj

x(j)
i R(j)

i
∑

i∈Kj
x(j)

i Rmax

⎫
⎬

⎭ (14)

subject to
∑

i∈Kj

x(j)
i R(j)

i ≥ R(j)
d . (15)

Problem 3 is a nonlinear binary program. The objective
function aims at minimizing the number of channels to be
allocated for a given link while meeting the requested rate
demand. The second term in the objective function is used to
break the ties among multiple optimal solutions. When multiple
optimal solutions exist, our formulation ensures the selection
of channels with minimum aggregated data rate, such that the
remaining channel(s) can be used during the second round of
channel probing to support unsatisfied links.

Additional Constraints: We also modify the channel as-
signment scheme in Problem 3 to account for two additional
constraints: 1) A link cannot aggregate two channels if the
frequency separation between these channels exceeds B, and
2) it cannot bond/aggregate more than C channels.

B. Second Round of Channel Probing

To meet the rate demand of an unsatisfied link, we first
compute the maximum data rate that can be supported by its
channel set. Consequently, we schedule this link for a second
round of probing over the channels that have been deemed
excess by the satisfied links in the network. More specifically,
we allocate a total of three MASs before the start of a data
transmission in S, S/P-1, and S/P-2 frames for the second-round
probing, wherein a maximum of one channel can be probed by
any unsatisfied link in the network. If the rate demand of the
HP flow can be satisfied by combining the channels in its own
channel set and the newly probed channel, the receiver sends a
positive feedback to the transmitter, after which the transmitter
starts sending data by aggregating/bonding these channels.

The drastic increase in the number of discovered oppor-
tunities brought in by QASPA always guarantees fair share
of bandwidth for the LP flows. Note that LP flows have no
stringent bandwidth requirement, which permits us to assign
channels to these flows, regardless of their exhibited quality.
The idle channels that are not assigned to HP flows are used by
LP flows.

As an example of the second-round probing, consider two
links l1 and l2 with rate demands of 10 and 7 Mb/s, respectively.
Assume that the amount of bandwidth discovered by these two
links during their sensing/probing phase are 7 and 5 Mb/s,
respectively. Hence, their rate demands cannot be met using
the discovered opportunities, making these links inoperable.
Assume that h5 and h7 are the channels that have been deemed
excess by the satisfied links in the network. We randomly assign
h5 to l1 and h7 to l2 for probing. We allocate channels in a
random fashion because we do not know the link-dependent
channel quality information ahead of time. Assume that h5 can
support 4 Mb/s over l1 and h7 can support 2 Mb/s over l2.
Hence, we are able to satisfy the rate demand of l1, whereas the
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rate demand of l2 remains unsatisfied. This way, we are able
to increase the number of satisfied links at the cost of a second
round of probing.

Common Control Channel Selection: We exploit the cen-
tralized architecture to maintain a time-varying common CC
(CCC) using estimated PU profiles. The selection of a CCC
depends on its PU state rather than its quality as control packets
are transmitted at the lowest rate. In the current frame, let
H be the set of channels whose T̂off > Tframe + µ, where µ
(< Tframe) is a small quantity that accounts for discrepancy in
the estimated values of Toff . Within H, the idle channel with
the highest probability of remaining idle during the next frame
is selected as a CCC. The selected CCC is broadcast by the MD
during the BP at the end of the current frame.

Adaptive Reporting Strategy: Motivated by the high switch-
ing speeds of the analog-to-digital (A/D) converters deployed
in software defined radio front ends, we propose an adaptive
reporting strategy wherein the time allocated to the reporting
phase Trep is decided dynamically based on the number of
channels scheduled for sensing/probing. Assume that r chan-
nels were scheduled by the MD. We equally divide Trep into r
subslots, one for each channel. In addition, the MD broadcasts
a hopping sequence to rendezvous with the devices to gather
the report packets. This hopping sequence information is en-
capsulated in the sensing/probing scheduling packet. Assume
that the hopping sequence is C1, C2, . . . , Cr. The MD tunes
to channel Ci during the ith subslot. Suppose that channel i is
scheduled for sensing/probing by link j. If channel i is sensed
to be idle, it will be probed. The destination device of link j will
then send a control packet to the MD, containing the PU state of
the channel along with its quality (in case of successful probe
packet exchange) during the ith subslot. Note that, if a channel
was sensed to be busy by link j, no control packet is sent during
the ith subslot. Consequently, the MD interprets this channel to
be occupied and excludes it when assigning channels for data
communication. The major accomplishment in this reporting
strategy is the elimination of channel contention delay, which
might hinder the timely exchange of vital control information.
The MD waits for trep

def
= Trep/r at each subslot for hearing

any control packets from the associated SUs. If this time
expires, MD moves to the next subslot in Trep.

VII. PERFORMANCE EVALUATION

A. Evaluation Setup

We consider an area of 50 × 50 m2 and 40 channels in
the UHF band, each of 6-MHz bandwidth. Each channel can
support one of five rates: 2, 4, 8, 12, and 16 Mb/s, each with
a probability of 0.2. This randomness in the channel data rate
captures wireless phenomena such as fading, shadowing, and
RF interference. We use the approximation in [20] to capture τc

in our simulations. Specifically, τc(t) = 9λ/(16πv(t)), where
v(t) represents the velocity of the transmitter toward the in-
tended receiver along the line of sight, and λ = c/fc represents
the wavelength of the signal corresponding to carrier frequency
fc. We vary τc uniformly between 1 and 10 s. Ton = Toff = 5 s.

As elucidated earlier, we resort to a frame-based time-slotted
protocol. The time slots can be described at the medium-access

TABLE I
DURATIONS OF VARIOUS OPERATIONS IN THE TDMA FRAME

Fig. 5. Discovery efficiency versus active links.

level using MASs, with the duration of each MAS defined to be
1 ms in our setup. The fixed number of MASs allocated for each
operation in our TDMA frame is shown in Table I. Tframe =
250 MASs. Each link carrying HP flow is randomly assigned
a rate demand between 5 and 15 Mb/s. The rate demands of
the HP flows are updated once they complete transferring their
video flows of predefined duration, as dictated by video trace
files. Pd and Pfa are set to 0.9 and 0.25, respectively. β in
Section IV is set to 0.75. All LP flows are composed of constant
bit rate (CBR) traffic with constant data-packet size of 1 KB.
We use a 500-B control packet. All simulations are carried
out for 10 000 frames using CSIM (a C-based process-oriented
discrete-event simulation package), and reported values are
the average of 20 runs. The optimization problems are solved
using MATLAB. Our simulations are conducted to evaluate the
performance gain resulting from the interactions between the
various proposed components: QASPA, AFS, and the adaptive
channel assignment strategy.

B. Evaluation of QASPA

1) Impact of QASPA on Discovery Efficiency: We study the
discovery efficiency of QASPA, defined as the number of idle
channels discovered per unit time, and contrast it with a random
scheduling scheme that does not make use of the estimated PU
profiles and prior channel quality information when schedul-
ing links for sensing/probing. This random scheduling is very
similar to the scheme in [2]. Note that we allow unique sets of
channels to be sensed/probed by individual links even under the
random scheduling scheme to prevent probe packet collisions
during the spectrum discovery phase. Ts,max = 20 ms and
κ = 2 Mb/s. Rd = 3 Mb/s for all HP flows. Fig. 5 shows that
the number of operational links has a profound impact on the
discovery efficiency. Operating sensing/probing processes in
parallel boosts the discovery efficiency significantly. In con-
trast, random scheduling, despite being facilitated with parallel
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Fig. 6. Sensing efficiency versus discovery time.

Fig. 7. Bandwidth discovered versus the rate demand.

sensing/probing, fails to match the efficiency of QASPA due to
its lack of knowledge on PU profiles.

It is to be noted that the increase in discovery efficiency is
also heavily attributed to the optimal ADTS scheme. To verify
this, we compare the discovery efficiency of STS, DTS, and
the proposed ADTS and optimal ADTS schemes for a single-
link scenario under various values of Ts,max. The DTS scheme
uses a fixed per-channel sensing duration. The uncertain region
in DTS prevents us from accurately determining the PU state
of the channel, and as a conservative approach, we deem these
channels to be busy. This results in lower discovery efficiency
as several channels, which might be idle, are deemed occupied.
We break this norm in our ADTS scheme, wherein we use
an adaptive per-channel sensing duration, which helps us to
accurately identify the PU state of the channel, thereby leading
to improved sensing efficiency (defined as the ratio between
the number of idle channels and the total number of channels
sensed during Ts,max), as shown in Fig. 6. Our optimal ADTS
scheme further improves the sensing efficiency by optimizing
the sensing time. In contrast to STS, ADTS, and optimal
ADTS, the sensing efficiency of DTS changes abruptly with the
discovery time. This happens because of the uncertainty region.
With slight changes in the discovery time, several channels
that had “certain” states might fall in the uncertainty region,
and vice versa. Although the uncertainty region also exists
in the ADTS and “optimal ADTS” schemes, the adaptability
of the maximum per-channel sensing time in these schemes
makes them immune to such abrupt changes. In our technical

Fig. 8. Network throughput versus κ (10 HP and 5 LP flows; Ts,max =
20 ms).

report [16], we provide a more detailed comparison between
the various sensing schemes.

Next, we compute the bandwidth discovered by QASPA
to illustrate the impact of considering the channel quality in
the sensing/probing scheduling. In this experiment, we fix the
number of HP flows to 10 and vary Rd of each HP flow from
5 to 15 Mb/s. Fig. 7 shows that the bandwidth discovered by
random scheduling is much less than that of QASPA.

2) Impact of κ on QASPA: κ plays a very important role in
mobile wireless networks, wherein the quality of the channel
changes frequently due to node mobility. To evaluate the impact
of κ on network throughput, we consider 10 HP and 5 LP flows.
Ts,max is set to 20 ms. Fig. 8 shows the throughput versus
κ for two different rate demands. It is clear that the network
throughput exhibits an upward trend for increasing κ until it
reaches a breaking point, beyond which, it starts decreasing.

Increasing κ beyond a certain limit prevents the scheduler
from scheduling channels for the links to discover the high
bandwidth requirement of Rd + κ in a restricted spectrum
discovery duration, leading to the links being dropped from
data communication. In turn, these links sense unique channels
during the spectrum discovery phase to improve the accuracy of
the estimated PU usage profiles. Subsequently, these dropped
links get associated during the occurrence of the next S/P-1
frame. This experiment illustrates the need to choose an optimal
value of κ during the operation of the protocol. Based on our
experiment, we recommend κ to be ∼2.5 Mb/s to overcome the
impact of channel quality fluctuation in a relatively low mobile
environment. It is interesting to note that positive values of κ
might not be suitable in all cases as the channel quality can
improve from the previously measured instant, in which case
we may choose negative values for κ. However, our protocol
is designed in a way that the excess opportunities can be used
to serve unsatisfied HP flows via the second-round probing
process.

C. Evaluation of AFS

1) Reduction in Control Overhead: Control overhead is the
ratio of control packets to the total network packets exchanged
over the entire simulation time. In our protocol, fast PU dy-
namics and low τc induce more control packets. To evaluate the
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Fig. 9. Control overhead versus L (τc = 5 s, Rd = 7 Mb/s, and κ = 2 Mb/s).

Fig. 10. Control overhead versus τc (10 HP flows, Rd = 7 Mb/s, κ = 2 Mb/s,
ζ = 0.5).

Fig. 11. Network throughput versus L τc = 5 s (Rd = 7 Mb/s, and κ =
2 Mb/s).

reduction in control overhead achieved by AFS, we conduct two
experiments. First, we steadily increase the channel vacancy
factor ζ

def
= T̂off/(T̂on + T̂off) over all channels in the system

while fixing τc at 5 s. The rate demands of all HP flows is set
to 7 Mb/s with κ set to 2 Mb/s. Fig. 9 shows the reduction in
control overhead achieved by AFS over the ECMA-392, which
uses a fixed framing structure. Note that the fixed framing
structure used in our comparison is comparable with the OP-
MAC protocol proposed in [3]. Increasing the number of HP
flows increases the exchange of control packets in the network,
as shown in Fig. 9. The adaptive nature of AFS helps in

Fig. 12. Admission delay versus L (τc = 5 s, Rd = 9 Mb/s, and κ =
2 Mb/s).

Fig. 13. Network throughput versus Rd (10 HP and 5 LP flows and ζ = 0.5).

reducing the control overhead by ∼126% when compared with
the ECMA-392 frame design.

Next, we study the impact of τc on the control overhead
by simulating 10 HP flows, each with Rd = 7 Mb/s and
κ = 2 Mb/s. ζ is set as 0.5. A small value of τc implies high
mobility and hence high channel quality variations, which in-
variably induce higher control packet exchanges. Fig. 10 shows
the drastic reduction in the control overhead achieved by AFS.

2) Impact on Network Throughput: The reduction in the
control overhead achieved by AFS allows us to increase the
network throughput by up to 460% due to the increased use
of D frames. For a large number of HP flows, Fig. 11 shows
that AFS helps in improving the network throughput signifi-
cantly, thereby making our protocol tailor-made for supporting
multiple HP flows simultaneously. Fig. 12 shows the significant
reduction in the admission delay achieved by our protocol
compared with ECMA-392. It is to be emphasized that the
entire proposed architecture is simulated to obtain the results
in Figs. 9–12.

D. Evaluation of Adaptive Channel Assignment Strategy

1) Impact of Channel Bonding/Aggregation: The efficiency
of channel bonding/aggregation in supporting HP flows is
shown in Fig. 13, wherein we simulate 10 HP and 5 LP flows.
We set ζ to 0.5. In this experiment, we compare three schemes:
best single-channel transmission, assignment based on channel
bonding/aggregation without using a second round of prob-
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Fig. 14. Impact of second-round probing (10 HP and 5 LP flows; Rd =
5 Mb/s).

Fig. 15. Network throughput versus L (τc = 5 s, Rd = 9 Mb/s, and κ =
2 Mb/s).

ing, and assignment based on channel bonding/aggregation
augmented with a second round of probing. The best single-
channel transmission scheme tries to accommodate the HP flow
over the channel that exhibits the highest data rate among the
ones discovered through channel probing. This scheme tries to
emulate the “high preference” channel maintained at each node
in multichannel MAC protocol [21]. However, in our case, the
“best single channel” is chosen based on the supported data
rate rather than channel occupancy. The best single-channel
transmission scheme closely follows the proposed channel
assignment strategy when the rate demands of the HP flows
are relatively low. We can see a sharp dip in throughput with
increase in Rd as the increased bandwidth requirement can
no longer be accommodated in a single narrow-band channel,
leading to the flow being dropped. This observation is very
unappealing given the requirements imposed by current high-
bandwidth applications. Channel bonding/aggregation helps in
significantly improving the throughput as the value of Rd

increases by bundling the available resources. One interesting
observation made in Fig. 13 is the minor reduction in through-
put by using second-round channel probing when the value
of Rd is relatively low. This demonstrates the slight increase
in overhead introduced by a second-round channel probing
process leading to a minor reduction in throughput. However,
Fig. 13 also demonstrates the increase in throughput brought
in by deploying second-round probing when the value of Rd is
high. As the value ofRd increases, the efficiency of second-round
channel probing becomes prominent, as observed in Fig 13.

Fig. 16. Admission rate versus L (τc = 5 s, Rd = 7 Mb/s, and κ = 2 Mb/s).

2) Impact of Second-Round Channel Probing: Second-
round channel probing often acts as a decider when it comes to
supporting multiple HP flows with high demands. When the PU
activity is high over all channels, the number of idle channels at
any given instant is small. As a result, the demands of several
links might not be met by solely relying on the opportunities
discovered by them. In such a scenario, second-round channel
probing proves to be beneficial, as shown in Fig. 14. Thus,
channel assignment based on aggregation/bonding augmented
with second-round channel probing can be very useful when
multiple HP flows need to be supported over a CRN exhibiting
high PU activity.

E. Evaluation of Constrained Sensing/Probing Scheduling
and Channel Assignment Strategies

Here, we evaluate the constrained scheduling and assignment
strategies. C is the maximum number of channels that can be
bonded/aggregated, and B is the maximum separation between
the aggregated channels.

Fig. 15 shows the significant throughput gain achieved
by our protocol, compared with ECMA-392, even when the
constrained scheduling and assignment schemes are used.
Fig. 16 shows the significant reduction in the admission rate as
L increases when the constrained scheduling and assignment
schemes are used.

VIII. CONCLUSION

Supporting bandwidth-intensive traffic over opportunistic ra-
dio networks has always allured the research community. We
proposed a framework to guarantee the rate demands of mul-
tiple high-bandwidth flows in a centralized setup by designing
several efficient spectrum exploration and exploitation strate-
gies. We advocated a technique to drastically reduce the con-
trol overhead in frame-based systems to improve the network
throughput. We also proposed an efficient channel allocation
strategy, employing channel bonding and aggregation, which
proved to be fruitful in increasing the throughput. Finally, we
designed an optimal adaptive double-threshold based sensing
policy, which was shown to drastically improve the spectrum
sensing efficiency.
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